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Introduction 

Phonotactic Language Recognition (PLRE) predicts the language spo-

ken in a sample of speech using a sequence of phonemes, however 

modelling these sequences have some challenges: 

• Mismatch between the vocabulary of the phoneme recognizers and 

the languages to recognize. 

• Overlapping of phonemes and n-gram units in different languages. 

• Large sequences and scattering issues due to high order n-grams. 

Contributions 

• We propose the use of transformer encoder architecture and a lan-

guage classifier on top to perform PLRE. 

• The integration of a sliding attention window to handle long input 

sequences. 

• We compare the use of two phoneme recognizers and two Sub-unit 

tokenizers to perform PRLE. 

 

Database 

• We used the Kalaka-3 database which contains clean and noisy au-

dio recordings for 6 highly similar languages such as Spanish, Portu-

guese, Galician, Catalan and others. 

Proposed System 

Transformer-based Encoder 

1.  The speech signals are used as input to a phoneme recognizer, we  

compare the Brno vs Allosaurus phoneme recognizers. 

2.   We use 3-gram phonetic units with a sub-unit tokenizer, we compare 

Byte Pair Encoding vs Word Piece . 

3.  The n-gram sequences are the input of the transformer encoder 

which implements a sliding window approach. 

Results 

• First we compare the Brno vs Allosaurus phoneme recognizers. The 

latter outperforms the Brno recognizer in all the tested languages. 

The full set (IPA) of the Allosaurus recognizer shows the best per-

formance compared with the other recognizers. 

 

 

 

 

 

• Byte Pair Encoding and Word Piece tokenizer are compared using  

3-grams phonetic sequences. Word Piece outperforms Byte Pair En-

coding by a statistically significant improvement. 

 

 

 
 

• Our system outperforms the best phonotactic system in the Kalaka-

3 database , as well as our previous transformer model that did not 

use sliding windows nor a sub-unit tokenizer. 

 

 

 

 

 

• The fusion of our system with an acoustic model provides comple-

mentary information, reaching almost the same performance with 

the best result which combines 6 different models. 
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